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Semantic Competence

• Or rather: semantic and pragmatic competence.

• By this I mean simply, the ability to extract or 
convey something meaningful and useful 
concerning the content of natural language in 
context of use.

• Common sense inference and 
question-answering — whether explicit or 
implicit — are key components of these 
capabilities.



Application Areas and AI 
Substrates

• Intelligent information systems ⬄ IR

• Computational journalism ⬄ Text analytics

• Data storytelling ⬄ Specialized inference 
models / limited context systems

• Conversational interaction ⬄ Neural language 
models



Intelligent Information 
Systems

• Building intelligent systems on top of 
Information Retrieval (IR) as the substrate.



The Eye of the Needle



First Solution: Watson



Watson: Mechanism

• Context analysis

• Query formation

• Query management

• Result filtering and ranking

• Presentation

• Fast, automatic, better than human 
performance



Determining Relevance

• We implicitly utilized the standard IR paradigm 
in which similarity stands as a proxy for 
relevance.

• But the results, while “on point,” were often 
seen by users as just “more of the same.”



Similarity != Relevance

• The most similar possible document to a document 
that you have in your hands is… another copy of 
that document.

• What makes a document relevant is that it is similar 
in certain respects and dissimilar in certain other 
respects.

• Watson relied on noise and the size of the internet 
to achieve the variation necessary to provide truly 
relevant documents.

• Can we do better?



Relevance = Editorial 
Judgment

• Determining what information people see — and in 
what form and order — is an editorial judgment.

• This editorial judgment should be explicit and 
visible to both designers/engineers and users.

• This means a deliberate and understandable 
mechanism.
• Which can — only? — be realized by a semantic 

mechanism.

• Specific dimensions of similarity/dissimilarity 
provide useful information to the user based on 
his/her context of activity and use—i.e., answer 
questions the user might plausibly have in that 
context.



Beyond Broadcast





Relevant Semantic 
Dimensions

…in the domain of food recipes:

• Low fat

• Low salt

• Low cal

• Vegetarian / vegan

• Quick and easy

• Etc.



Compare & Contrast



Two Comparable Stories
Oracle tried to buy open-source MySQL

SAN FRANCISCO--Oracle tried to acquire 
open-source database maker MySQL, an indication 
of the profound changes the software giant is willing 
to make as it adapts to the increasingly significant 
collaborative programming philosophy.
MySQL Chief Executive Marten Mickos confirmed 
the acquisition attempt in an interview at the Open 
Source Business Conference here but wouldn't 
provide details such as when the approach was made 
or how much money Oracle offered.
…

Oracle didn't immediately comment on the 
acquisition offer. 
Though it is increasingly diversified, Oracle's primary 
business is selling its own proprietary database 
software. MySQL, in contrast, is a leader among 
several companies trying to commercialize rival 
open-source products.
…

from CNET News.com

IBM Expands Paid Open Source Strategy
UPDATED: IBM is making a bid on professional 
open source with the acquisition of privately held 
Gluecode, officials announced Tuesday. 
Officials did not discuss financial and operational 
details of the merger, the first acquisition made by 
Big Blue of an open source company. 
Gluecode's operations will be assimilated into 
IBM's software group and expand the company's 
WebSphere application integration middleware 
product line. 
Officials plan to offer customers and business 
partners Gluecode's application server software and 
sell software and support services on top of the 
offering, as well as let customers upgrade to IBM 
WebSphere products. 
…

from internetnews.com



Another Example



LocalSavvy



LocalSavvy Cont’d



Blog Search: Spectrum

query keywords
“epistemic” dimension in which the 
user is interested



Spectrum Results

From technologist and IT entrepreneurs 
Focus on the impact on the IT industry



Spectrum Results Cont’d

From lawyers and law school professors 
Focus on the legal issues of the case



Tell Me More



Tell Me More: Actors



Tell Me More: Data



Tell Me More: Quotes



The Context Project

A platform and toolset to support:

• Content Analysis

• Source Determination

• Query Formation

• Query Management

• Result Ranking and Extraction

• Presentation



TweetTalk



readdit



readdit cont’d



Stakeholder Tweetback

http://ragnarok.cs.northwestern.edu/staketweet/


Computational 
Journalism

• Building computational journalism systems on 
top of text analytics using standard machine 
learning methods.

• Playing to the machine’s strengths — treat 
natural language more as data (and less as a 
medium of communication).



Tweetcast 2012

https://tweetcast.codeslick.com


Tweetcast 2016



Tweetcast Norway



BookRecs



BookRecs

• BookRecs recommends books to you based on 
your social media data.

• > 60K people have tried the system.

• About 15% have clicked through to look at a 
book more closely.



LocalRecs



LocalRecs

• LocalRecs recommends restaurants, bars, 
cultural venues, and shops to you based on 
your tweets.

• For popular establishments, the same as Yelp.

• For less popular places — i.e., niche interests 
— better.



Student Club 
Recommender

• Hillary Clinton
• NU Democrats, College Republicans, Northwestern 

Political Union

• Julia-Louis Dreyfus
• NU Democrats, Jewish Theatre Ensemble, 

Northwestern Flipside [satirical magazine], Lipstick 
Theatre [women’s theater group], Dolphin Show 
[musical theater group], Student Alumni Alliance

• Bill Gates
•  Unite for Sight [global health], College Republicans, 

Northwestern Crew, Engineers for a Sustainable 
World, Alpha Chi Omega [sorority], Design for 
America 



Building a Platform

• When you’ve built a few applications that look 
pretty similar, the next step is to build a 
platform that will make it much easier to create 
applications of that sort.

• You input the district and the candidates, and 
the system builds a Tweetcast application and 
web site automatically.



Predictive Politics

http://predictivepolitics.xyz


Narrative Analysis and 
Computational Journalism

• Our goal in this work is to analyze news stories 
in functional, pragmatic, or thematic terms that 
focus on narrative.

• We aim for factors that are “orthogonal” to 
highly studied dimensions of text such as topic 
detection/modeling or sentiment analysis.

• The ultimate aim is to give readers better 
understanding and control of the information 
they receive.



Categorizing Election News

• Election news stories fall into a number of different 
genres or frames, in general terms:
• Policy
• Candidate (biography / character)
• “Horse race”

• Horse race stories, focused on polling, money, 
strategy, “ground game,” etc.—i.e., whose 
“ahead”—constitute a very large percentage of 
election stories in the US.

• There is some evidence that these stories promote a 
sense of cynicism among voters.



Detecting Horse Race 
Stories

• We tried a number of approaches using a simple 
bag of words representation of election news 
stories.

• The best results were obtained using hand-built 
term sets!
• Precision = .7
• Recall = .69

• More sophisticated representations / algorithms 
could probably improve on this.



Publication “Report 
Cards”



Offering Readers an 
Alternative



Heroes, Villains, and 
Victims



Heroes, Villains, Victims

• Again using simple classifiers and a bag of 
words representation.

• Task is not easy but performance is mediocre 
and needs considerable improvement:
• Villain F1 = .4
• Victim F1 = .43
• Hero F1 = .55



Telling Stories at Scale

• There’s no point in gathering and analyzing all 
the data we are gathering and analyzing if we 
can’t convey the results to people in a way that 
they can understand and take action on!



Data Storytelling

• Automatic generation of natural language 
stories based on data, and aimed at conveying 
key insights from those data.

• More semantics — more focus on language as a 
medium of communication.

• To make it work, you need to find a powerful 
and useful “sweet spot” in terms of task / 
domain / context in which you can engineer a 
solution.



The Punch Line





February 9, 2012, Hockey Recap:
Rio Grande Valley rolls over Laredo, 6-3
 
The Rio Grande Valley Killer Bees were firing on all cylinders against the Laredo Bucks, and when the 
final buzzer sounded Killer Bees emerged with a 6-3 win.
 
Zac Pearson was all over the ice for Rio Grande Valley, as he tallied two goals and one assist in the win. 
Pearson scored the first of his two goals at 5:23 into the first period to make the score 1-0 Rio Grande 
Valley. Brandon Campos picked up the assist. Pearson's next tally made the score 2-0 Rio Grande Valley 
with 12:44 left in the first period. David Marshall assisted on the tally.
 
Special teams units factored heavily in the game's outcome, as there were 14 penalties called on the two 
teams. The busiest period in the sin bins was the first period, which saw 18 minutes of penalty time 
combined between the two teams.
 
The Killer Bees' goal total was higher than their season average. Rio Grande Valley averages two goals per 
game. The Killer Bees could not stay out of the penalty box, as the team accrued 17 minutes in penalties 
during the game. The leading offender was Jason Beeman, who totaled five minutes in penalty time with 
one major. With 48 shots on target during the contest, Rio Grande Valley exceeded the 22 shots it 
averages per game this year.
 
Rio Grande Valley additionally got points from Aaron Lee, who had one goal and one assist, Marshall, 
who registered one goal and two assists, and Dan Gendur, who racked up one goal and one assist. Dan 
Nicholls also scored for Rio Grande Valley. Others to record assists for Rio Grande Valley were AJ 
Mikkelsen, who had two and Adam Bartholomay and Marc-Andre Carre, who each chipped in one.
 
Laredo was often in penalty trouble, as it ended with six minors and one major for 17 minutes in penalty 
time. The leading offender was Justin Styffe, who totaled nine minutes in penalty time with two minors 
and one major.

The Rio Grande Valley Killer Bees were 
firing on all cylinders against the Laredo 
Bucks, and when the final buzzer 
sounded Killer Bees emerged with a 6-3 
win.



Business Stories



Business Stories



Another Earnings 
Preview



First Prototype at 
Northwestern



First Prototype: Derived 
Features



First Prototype: The Outline



First Prototype: The Story





Over the past eight quarters, AmgenCorp has seen a 
steady increase in both sales and gross profit.  During 
this period, however, two trends have become 
apparent.  

While sales have increased, there has been a steady 
decrease in margins which should be cause for 
concern.

In addition, while we have seen quarter-to-quarter 
increases in both sales and gross profit, each of these 
metrics is decelerating, indicating that the business is 
experiencing a slow down.

Why Stories?



• Stories highlight, connect, and 
summarize the critical aspects of a 
situation.

• Stories explain: They convey trends, 
causes, and even recommendations.

• Stories provide context.
• Stories make data meaningful.

Why Stories?



Even Little Data is Big Data



This is Not a Story

In Q1, sales were $12.6M; gross profit was $9M.

In Q2, sales were $15.6M; gross profit was $12.4M.

In Q3, sales were $19.97M; gross profit was $15.77M.

…



Storytelling Requires 
Selection

• The core of storytelling is not NLG in a narrow 
sense — i.e., story-telling != text generation.
• The problem is much more what to say, rather 

than how to say it.

• The storyteller needs some kind of model of 
what matters more — of what the listener / 
reader needs to know.
• I.e., a model of what questions the listener / reader 

has (or should have).



Stories Answer 
Questions

• Data storytelling revolves around questions.
• A good story answers the questions that the 

listener / reader has (or should have).
• The answers will often raise more questions — 

which the story must then go on to answer.

• In other words, a (data-driven) story consists of 
a pragmatically grounded, logical, and 
structured series of questions and answers.
• This is what makes the story coherent.



How to Model Questions

• What is the nature of the data needed to answer 
the question?



How to Model Questions

• What is the nature of the data needed to answer 
the question?

• What sets of analytics are needed to answer the 
question?



How to Model Questions

• What is the nature of the data needed to answer 
the question?

• What sets of analytics are needed to answer the 
question?

• What kinds of results do these analytics return?



How to Model Questions

• What is the nature of the data needed to answer 
the question?

• What sets of analytics are needed to answer the 
question?

• What kinds of results do these analytics return?

• How can we form these results into answers to 
the question?  How should we characterize the 
results?



How to Model Questions

• What is the nature of the data needed to answer 
the question?

• What sets of analytics are needed to answer the 
question?

• What kinds of results do these analytics return?

• How can we form these results into answers to 
the question?  How should we characterize the 
results?

• What other questions might the answers raise?



“Who Was Our Best 
Salesperson Last Quarter?”

• Data: Last quarter’s sales by salesperson



“Who Was Our Best 
Salesperson Last Quarter?”

• Data: Last quarter’s sales by salesperson

• Analytics: max; or sort + first



“Who Was Our Best 
Salesperson Last Quarter?”

• Data: Last quarter’s sales by salesperson

• Analytics: max; or sort + first

• Results: A name and/or id, and a number; 
and/or a sorted list of names / ids and numbers



“Who Was Our Best 
Salesperson Last Quarter?”

• Data: Last quarter’s sales by salesperson

• Analytics: max; or sort + first

• Results: A name and/or id, and a number; and/or a 
sorted list of names / ids and numbers

• Forms of answers / characterizations of results:
• X’s sales were the maximum (at …).
• X had the highest sales.
• X was the best salesperson.
• Etc.



“Highest” != “Best”

• “Highest” (or “greatest”, or “largest”) can be 
used to characterize the results of these 
analytics applied to any metric.

• “Best” can only be used if the metric is also a 
performance metric — i.e., a metric that is 
related to a goal.
• Jupiter is not the best planet in the solar system 

simply because it has the highest mass.



“Highest” != “Best”

• In fact, this is important for something I glossed 
over at the beginning of this example — how 
do we get from “best salesperson” to 
“salesperson with the best sales” in the first 
place?
• This doesn’t necessarily matter in a storytelling 

system, but it’s critical if we want a conversational 
interaction in natural language.

• “Highest” != “Best” is what underlies the 
pragmatic inference that “best X” means “X that 
is best in terms of some relevant performance / 
evaluation metric for entities of type X”.



Grice’s Maxims Matter

• The appropriate interpretation / 
characterization of the results of the data 
analytics must take Grice’s maxims into 
account.

• If, e.g., there were two salespeople at the top 
whose sales were very close, then it would be 
misleading to simply name the top salesperson.
• A cooperative interlocutor will therefore note this 

in characterizing the results.

• Whether this should be an explicit inference, or 
simply built-in to a practical system, is 
debatable.



Narrative Analytics

• Narrative goals determine data analysis — and 
even the data you need.

• Stories embody high-level patterns or themes 
— such as comeback, fade, low-hanging fruit, 
etc. — that:
• Render data coherent.
• Usefully characterize situations in broad terms.
• Are efficiently communicated and effectively 

grasped.



The Story Generation 
Process

The Story

Rhetorical structure: How to organize the 
information.

Pragmatics: What the reader needs or wants to 
know. (The questions the story must answer.)

Semantics: The answers to the questions. 
(Propositional characterizations of the data and 

analytic results.)

Analytics

The Data



Civic Data



Civic Data: Education Story







The New Yorker



The Punch Line



Conversational Interaction

• Conversational interaction for real tasks — e.g., 
decision-making tasks.

• Pragmatically motivated common sense 
inference.

• Building on top of neural language models as a 
substrate — and understanding (or trying to) 
and improving their semantic competence.



Compositionality

• How “compositional” are statistical 
representations of language such as word 
embeddings?

• Definition modelling: Can we “read out” the 
definition of a word from its embedding?

http://thor.cs.northwestern.edu:24603

http://thor.cs.northwestern.edu:24603


Conversational 
Recommendation

• User provides initial constraints.

• Concierge makes a recommendation.

• User critiques recommendation.

• Concierge understands user’s needs better, 
makes a new recommendation.

• Loop until good enough.



Conversational 
Recommender



Architecture



Pragmatic Common Sense

• “I don’t see any vegetarian options.”

• Requires critique 🡪 preference inference.



Preference 
Understanding

• Need to infer (positive) user preferences from 
(negative) user critiques of current offering.
• Why?  To find restaurants with attributes that match 

those preferences.

• Restaurant attributes are embodied in online 
customer reviews — which are open-ended.

• So we’d like to perform this inference in a similarly 
open-ended way.

• => Use statistical language models to perform this 
inference.



Preference 
Understanding



Matching Preferences to 
Reviews



Language Models for 
Common Sense Inference

• We’re using language models directly to go 
from user critiques to user preferences.

• We’re using something else to go from user 
preferences to restaurant recommendations.

• Why?  Crossing the pragmatic gap.
• The language model doesn’t “know” that the goal / 

task is to choose a restaurant.
• I.e., how do we go from “M & S has great seafood” 

to “If you like seafood, pick M & S”?



Two Possible 
Approaches

• Use language models (more generally, statistical 
machine learning) configured to carry out 
specific sub-tasks as components of larger 
(heterogeneous) systems (as we did above).
• This is how self-driving cars work.

• Figure out ways to get such models to 
internalize these sub-tasks — i.e., scaffold them 
through training or architecture to directly 
carry out these sub-tasks, and then to compose 
these properly to carry out the task as  whole.



Decision-Making as a Task

• System needs to know the facts (Miami has an 
average temperature of 75 F, Minneapolis of 50 
F).

• It needs to compare (Miami is generally warmer 
than Minneapolis).

• It needs to know or learn user preference (I 
prefer warmer weather).

• It needs to combine these to make a decision / 
recommendation (I should go to Miami).



Compositional Fine-Tuning

• Decompose the task into component inferences 
(as illustrated above).

• Explicitly fine-tune a language model on these 
inferences.

• It works better than a recent similar approach 
(“chain of thought” inference) — and it works 
much better when using smaller (and cheaper) 
models.

• (When does it make sense to use this 
approach?)



Decision Model



Results



We Don’t “See” the World
the Way Computers Do

“Robin” “Speed Limit 45”



Two Big Opportunities

• How to make computers more like us.

• How to build collaborative human-AI systems 
that build on the strengths of each to produce 
outcomes that either alone aren’t able to 
achieve.



PS I Am Looking For 
Students!

• Please send me a note if you’re interested: 

• l-birnbaum@northwestern.edu

mailto:l-birnbaum@northwestern.edu
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• Colleagues (many), especially Doug Downey and 
Kris Hammond.

• Students (scores), especially Nick Allen, Jay Budzik, 
Victor Bursztyn, Miriam Boon, Jason Cohn, 
Francisco Iacobelli, Jiahui Liu, Nate Nichols, Shawn 
O’Banion, John Templon, and Earl Wagner.

• Funders, especially the John S. and James L. Knight 
Foundation, the National Science Foundation, 
Google, and Adobe.

• Narrative Science (now part of Salesforce and its 
Tableau unit), for making it real.


